Final Report

Bryan Pritsker

*Machine Learning*

***Abstract*— This project presents an analysis of patient medical data, explores correlations and patterns to discern predictive indicators for strokes, and utilizes machine learning models to predict stroke occurrences.**

1. Introduction

The aim of this final project is to analyse a patient’s underlying medical data and predict if the patient will have a stroke. Strokes are critical medical emergencies that arise when blood flow to the brain is blocked or when there is sudden bleeding in the brain. There are several health conditions that could contribute to strokes, including diabetes, obesity, high blood pressure, and smoking. The dataset for the project, obtained from the “Kaggle” website, contains these health conditions and more medical information on over 5000 patients. Additionally, it provides various other features for each patient, such as gender, occupation, and marital status. The final column of the dataset, labeled “stroke”, contains binary results indicating whether the patient experienced a stroke (with “1” indicating a stroke and “0” indicating no stroke). Throughout the project, all features in the dataset are thoroughly examined to identify correlations and patterns related to strokes.

1. Data Preprocessing: Identifying Missing Values

Before proceeding to visualize the data and develop robust machine learning models capable of predicting strokes in patients, it's crucial to thoroughly understand the provided dataset. Upon initial inspection, while reviewing data types and identifying missing values, it became apparent that the DataFrame exhibited a total of 201 missing values in the “bmi” column. Given the dataset's size of approximately 5000 values, 201 missing values represented a significant portion that could not be overlooked. Since there was no clear reason behind the missing values in the “bmi” column, it was determined that these missing values followed the MCAR (“missing completely at random”) pattern. To address this issue, we will perform data visualization with the complete data, and try to examine if there are any existing correlations between the “bmi” feature and the other independent features in the dataset (not including the output column). If exploratory data analysis determines that there are correlations, then we will impute the missing values using a prediction model, rather than just delete the missing rows all together.

1. Data Visualization

Data visualization emerged as a powerful tool in our project for two key reasons.

1. *Revealing Imbalanced Data*

Firstly, during exploratory data analysis, we uncovered a significant imbalance in the dataset while examining the output column. Specifically, one pie chart comparing the percentage of patients who experienced a stroke to those who did not revealed that 95% of all patients in the dataset did not have a stroke. Such a striking imbalance, if left unaddressed, could lead to misleading results in the subsequent machine learning phase of the project. It's crucial to note that imbalanced datasets tend to favor the majority class, since the majority class has more instances for training. Consequently, prediction models that overlook these imbalances perform poorly on minority classes and yield unreliable overall accuracy scores. To produce the most favorable and reliable results, our prediction models later in the project will need to be tuned with specific imbalanced data techniques before they can make their final predictions. The techniques will be compared at the end of the project to see which one provides the most stable and reliable results.

1. *Underlining Connections Between Input Features*

In addition to highlighting imbalanced data, exploratory data analysis also unveiled significant correlations among features in the dataset. For instance, one bar chart showed that as a patient’s “bmi” increased, his likelihood of experiencing a stroke directly increased as well. Moreover, when considering the complete “bmi” data alongside “marital status”, the correlation between this combination of features and stroke incidence became even more pronounced. While the proportion of stroke incidences continued to rise with increasing “bmi”, unmarried patients experienced notably fewer stroke cases compared to married individuals (even when “bmi” data crossed into the “obese” range). These results not only suggested that certain input features were correlated with the output column, but they also indicated that specific input features had strong correlations with one another: especially the “bmi” column and other input features. As a result, data visualization supported the idea of imputing the missing values. Moreover, it emphasized that we should fill in the missing data by using a prediction model. Unlike conventional methods that just use the mean or median to fill missing values, our approach taps into the potential relationships between known attributes and the missing data. By leveraging these connections, the prediction model can more accurately replace the missing values. The prediction model that we opted to utilize was linear regression, since the missing “bmi” values were continuous values. Linear regression is one of the most effective prediction models when dealing with continuous variables.

1. Label Encoding and One Hot encoding

Prior to employing linear regression, we first had to transform the categorical variables in the dataset into numerical values. Considering that our dataset had five categorical columns, we decided to apply label encoding to all the non-numerical features. Upon applying the label encoder however, we noticed that some of the columns that got converted now had a “meaningful order between their classes” (when originally, these columns were supposed to contain nominal variables: values with no meaningful order). Consequently, we next turned to “one hot encoding”, a method that preserves nominal variables by representing each unique class with its own binary vector. Due to its slower processing and the significant increase in data dimensionality, we limited one-hot encoding to two pivotal columns: “work\_type” and “smoking\_status”. Both columns were composed of nominal classes, and it was far more useful to preserve this relationship for the subsequent linear regression algorithm that we implemented.

1. impute missing values

After encoding the data, we finally could utilize linear regression to replace the missing “bmi” values. We began by dividing the DataFrame into two subsets: one containing rows with *missing data* and the other with *complete data*. Next, we created the matrix *X\_train* by dropping the columns “bmi” and “stroke” from *complete\_data*, and the vector *y-train* by slicing the “bmi” column from *complete\_data*. Note that it was crucial to remove the “stroke” column from *X\_train* to prevent data leakage. Data leakage arises when the prediction model gains access to future information that it is supposed to predict. By incorporating the output column into the training dataset, the model essentially learns to predict the output based on both input features and the output itself, leading to inaccurate or biased results. Thus, after correctly splitting *complete\_data* into *X\_train* and *y\_train*, we proceeded to fit these components to the linear regression model. The linear regression model identified the line of best fit by utilizing the columns in *X\_train* to minimize the sum of squared differences between the observed dependent variable and the values predicted by the model—a method known as the least squares method. The least squares method is what allowed the model to determine the optimal slope (set of weights for each column) and y-intercept that would minimize these differences (the training error). Once the best-fit line was determined, we plugged the *missing\_data* back into our predicted linear model and replaced the missing “bmi” values. Consequently, the linear regression model effectively utilized other features in our DataFrame to impute missing “bmi” values as continuous data. This result was accomplished without causing any data leakage and allowed us to use our updated data to build machine learning models.

1. logistic regression

Accordingly, the first machine learning algorithm that we exercised was logistic regression.

1. *Explanation of Algorithm*

Logistic regression was a suitable prediction algorithm for our dataset because it is a classification algorithm that works extremely well with binary outputs. Unlike linear regression which assumes that input and output values are linearly correlated, logistic regression maps values into a range between 0 and 1 by using the sigmoid function to make predictions on categorical outputs. Essentially, the sigmoid function transforms the continuous output of the linear combination into a probability value between 0 and 1 (on a graph it looks like an “S” shaped curve). The output of this function is then used to classify instances into one of the two classes: if the output is greater than 0.5, the instance is classified as belonging to Class 1; otherwise, it is classified as belonging to Class 0. Note that the weights in the linear combination part of the logistic regression model are obtained differently than in linear regression. The key difference lies in the cost function used for optimization. In logistic regression, the cost function is the log loss function, not the mean squared error (MSE) function that is used in linear regression. Thus, to minimize this log loss error, weights are obtained iteratively using gradient descent.

1. *Standardization of Numeric Features*

To ensure that the logistic regression model would perform its best, we first scaled the numerical features in the *encoded\_df* by using “Standard Scaler” normalization. Standard Scaler is a type of normalization which subtracts the mean of the column from each data point, and then divides the result by the standard deviation of the column. We applied Standard Scaler on the columns: “age”, “bmi”, and “avg\_glucose\_level”. Although it was not necessary to scale features before performing logistic regression, it is good practice to do this for most classification models (to ensure that the features in the dataset hold equal weightage in the model).

1. *Feature Selection*

Next, it was time to implement feature selection. Feature selection is very useful for logistic regression models because it reduces the dimensionality of the dataset. This in turn simplifies the model, making it easier to interpret, faster to execute, and less prone to data biases. The feature selection technique that we decided to use was a form of the wrapper method known as “sequential backward elimination”. We implemented the wrapper method over the filter method because the wrapper method considers interactions between input features and assesses their performance with respect to a machine learning algorithm. The data visualization we conducted earlier showed us that it is crucial to use the connections between different features in our prediction algorithms. During the process of sequential backward elimination, we fitted all the features to a Decision Tree model, calculated the performance of these features based on the “Roc AUC” score (with tol = 0.03), and then greedily removed the least relevant features (one at a time) that did not improve the performance of the algorithm. This process stopped once removing any extra feature would cause the Roc AUC score to drop by 0.03. We employed Roc AUC scoring over regular model accuracy because the ROC curve is designed to evaluate how efficiently the model is performing. The higher the Roc AUC score, the better the model is at distinguishing between the positive (majority) and negative (minority) classes (thus it is an extremely useful metric when the data is imbalanced). In our case, the wrapper method dropped one column, “work\_type\_0”, from the selected features, suggesting that removing this feature could improve the model. It's worth noting that the sequential backward eliminator did not drop the column “bmi”, further emphasizing the importance of this feature to the model.

1. *Logistic Regression Implementation and Imbalanced Data Techniques*

After the feature selection, the last step in our logistic regression model was to correct the imbalance in the training data. To reiterate, the main goal of our project was not to build a model that would perform well on the whole dataset. Instead, our goal was to optimize our prediction algorithm to accurately predict the patients that had a stroke, while maintaining stable results for the non-stroke patients. To accomplish this task, we utilized “random oversampling” as our imbalanced data technique. During the random oversampling procedure, the minority class training examples (stroke patients) were selected multiple times until the training dataset became balanced. Then, to make the logistic regression model specifically be concerned with stroke patients, we applied a custom weight to the stroke patients’ class (weight = 1.4). By assigning a higher weight to the minority class, the logistic regression model was informed that misclassifications of stroke patients will be more costly than misclassifications of non-stroke patients (it will more greatly affect the log-loss cost function). This adjustment helped further address the class imbalance and forced the model to pay more attention to correctly classifying instances of stroke patients. Also, to regularize the model and make sure the model avoided fitting too closely to the training data, we added a regularization parameter (C = 0.5) to prevent overfitting.

1. *Logistic Regression Results*

Before applying any imbalanced data techniques, the logistic regression model had a total accuracy of 93.8%. Although this result seemed strong, it was in fact very misleading. When viewing the confusion matrix results of the regular logistic regression model, this algorithm made 79 false positive predictions out of 80 total stroke patients in the test data. This meant that 98.75% of the time, if the model viewed a stroke patient, it incorrectly predicted that this patient did not experience a stroke. Clearly, the regular logistic regression performed terribly on the minority class, and its results were highly biased towards the majority (non-stroke patients) class. On the other hand, when reviewing the results of the logistic regression model with random oversampling, this algorithm made significant improvements in predicting stroke patients. It successfully predicted 69 out of 80 stroke patients in the test data, good enough for an 86.25% specificity score (True Negative / “True Negative + False Positive”). In addition to this, the model also maintained a 70% recall score! Hence, this model not only maintained a decent performance on the majority class, but it also came away with a consistent accuracy in identifying stroke instances. For these reasons, the random oversampled logistic regression model accomplished our initial objectives.

1. Robustness of Random Oversampled Logistic Regression Model

When comparing the logistic regression (LR) model with random oversampling to another LR model using a different method for imbalanced data, several noteworthy findings arise. The non-oversampled LR model tackled the imbalanced data by assigning a higher weight to the minority class instead of generating new instances of training samples. Specifically, a weight of 32 was assigned to the minority stroke class. Note that it is crucial to closely examine these two models, especially in our project dealing with sensitive medical data. We want to avoid fabricating training instances unless it improves the model's performance and makes it better prepared for real-world testing scenarios. Despite the adjustment made to the non-oversampled LR model, it achieved a final accuracy of 70.1%, which was 0.5% lower than the random oversampling LR model. Both models attained the same specificity score, achieving an 86.25% accuracy when identifying stroke patients. However, the recall score for the random oversampling LR model was slightly higher, accurately predicting 7 more non-stroke patients. Though these differences are modest, they demonstrate the robustness of the random oversampling LR model. It not only performed on par with the non-oversampled LR model, but it outperformed it by a few patients.

1. Robustness of LR model with replaced missing instances vs deleted missing instances

When cross examining the random oversampled LR model with replaced missing instances versus the random oversampled LR model with deleted missing instances, the discrepancies are even more striking. In the case of the latter model (with deleted rows of missing instances), this algorithm scored a 3% lower test accuracy than the LR model with imputed missing “bmi” values. That is a substantial difference. Additionally, while both models achieved the same specificity scores, the LR model with deleted missing instances got a worse recall score. It made 18 more false positive predictions on non-stroke patients, yet it viewed 30 less non-stroke patients than the LR model with replaced missing values. Consequently, this highlighted the importance of replacing the missing "bmi" values using linear regression. Not only did we select the most suitable algorithm for imputing continuous values, but we also strengthened the resilience of our LR model.

1. neural network

The last algorithm that we applied to the stroke dataset was the “neural network”. Neural networks are constructed using layers of interconnected nodes or "neurons". These layers can learn complex patterns and relationships within the data, making them effective for stroke prediction.

1. *Creation of Neural Network BEFORE Imbalanced Data Techniques*

In our neural network model, we initialized two hidden layers using PyTorch, with 10 neurons in the first layer and 5 neurons in the second. The first hidden layer applied the ReLU activation function on the output, while the second hidden layer employed the sigmoid activation function. We then trained this network of neurons through a process called “backpropagation”: adjusting the weights of the connections between neurons (using gradient descent) to minimize the difference between the predicted and actual outcomes. This approach allowed the neural network to learn from the data without the need for explicit feature selection. There was one major problem though that the neural network encountered. The network lacked diverse training data on the minority class (the stroke patients). Thus, even when we tried to apply random oversampling to transform the training data, the neural network overfit to these training instances and performed terribly on predicting stroke patients in the test data.

1. *Using SMOTE before fitting data to the Neural Network*

Therefore, to provide the neural network with more exposure to unique instances of the minority class, we decided to use an imbalanced data technique known as “SMOTE”. SMOTE proved to be a great complement for the neural network model because it randomly generated new samples of stroke patients for the network to learn. The way SMOTE generated these samples was by finding the k-nearest minority neighbors for each minority training instance. Then, SMOTE randomly created new instances by using data that existed along the lines that joined the minority sample and its selected neighbors. These new instances were generated until the training dataset became balanced between stroke and non-stroke patients. It is important to stress here that similar to our imputation of the missing “bmi” values, SMOTE was applied only to the training data after the encoded\_df was split using train\_test split. We did this to prevent data leakage and not let the neural network have access to the testing data.

1. *Neural Network Results*

Now that we had this transformed training data, we finally were able to fit this data to the neural network model. Unlike the logistic regression model, no weights needed to be applied in the neural network because the data was already balanced out using SMOTE. The neural network was trained using the “log-loss” function and the weights were back propagated over 1000 iterations. When viewing the results of the confusion matrix, the neural network scored a 72.4% testing accuracy, a slight improvement over the logistic regression model. Furthermore, the network successfully predicted 54 out of 62 stroke patients in the test data, earning an 87% specificity score (also an improvement over the logistic regression model). Where the neural network really shined was in limiting the number of false negatives that it predicted, earning an overall recall score of 71.5%. Consequently, the neural network was able to expand upon the results of the logistic regression model and improve nearly all factors on its stroke predictions.

1. conclusion

This project has shown how machine learning can be employed to accurately predict strokes using patient medical data. Through comprehensive data preprocessing, visualization, and model implementation, particularly leveraging logistic regression and neural networks, the study achieved promising results in identifying potential stroke cases while addressing imbalanced data challenges.
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